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Agenda

✓ Descriptor pool

✓ Q-Sort

✓ Descriptor checklist

✓ Banding the descriptors

✓ Piloting



Empirically Informed 

Scale

✓ Publicly available rating rubrics

✓ Current rating scale

✓ Interviews with experienced raters

✓ CELPIP-General language 
ontology

Sources of data:



Descriptor pool iterations

✓ 790 unique descriptors

✓ 455 stand-alone positively worded descriptors 
with no modifiers

✓ 213 descriptors relevant to CELPIP general 
context



Q-Sort

✓ Four language experts

✓ Five conceptual categories

✓ Message, Accuracy, Complexity, Discourse 

Structure, and Task



Descriptor Checklist

✓ 152 descriptors 

✓ 100 samples

✓ 10 external experts

✓ Rating on the descriptor level



Descriptor Checklist



Descriptor Checklist 

Analysis

✓ Not monotonically increasing data
• Provides simplified ideas

• Uses simple sentences

• Repeats ideas

✓ Factor analysis 

with results converted to IRT-like “metrics”

(a-, b-parameters) for ease of understanding



Descriptor Checklist 

Analysis
Output



Banding the Descriptors
Internal Panel



Pilot Scale



Piloting with Raters

✓ 12 experienced raters

✓ 500 samples, double rated

✓ Feedback panel and Think Aloud protocols



Probability Curves

Message

Complexity



Probability Curves

Accuracy

Discourse structure

Task



Conclusion

Empirically informed rating scale

Qualitative 

data

Quantitative 

data

External researchers

Expert panels

Feedback from raters

Factor analysis

MFRM



Thank you!
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